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In general, this is an infeasible NP-complete problem,
but in many cases the particular code would have some
additional structure that permits the creation of a smart
efficient decoding algorithm.
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Conclusions and Outlook

Our architecture provides a practical high-fidelity
decoder for Toric codes of less than 200 qubits,
outperforming most alternatives. Exciting developments
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